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Executive Summary

The NEAMS program aims to develop an integrated multi physics simulation capability “pellet to
plant” for the design and analysis of future generations of nuclear power plants. In particular, the
Reactor Product Line code suite’s multi resolution hierarchy is being designed to ultimately span
the full range of length and time scales present in relevant reactor design and safety analyses, as well
as scale from desktop to petaflop computing platforms. Flow-induced vibration (FIV) is widespread
problem in energy systems because they rely on fluid movement for energy conversion. Vibrating
structures may be damaged as fatigue or wear occurs. In particular, nuclear fuel rods and steam
generators have been known to suffer from FIV and related failures. Nuclear fuel assemblies are
exposed to severe thermal, mechanical, and irradiation loads during operation. Global core and local
fuel assembly flow fields often result in flow-induced fuel assembly and fuel rod vibration. When
coupled with other factors, the vibration might result in excessive fretting wear of fuel rod cladding,
and fuel assembly motions may even contribute to significant power oscillations. This phenomenon
and its consequences on operational safety margins in fuel assembly designs are primary concerns for
nuclear fuel designers. Understanding the particular set of thermal, mechanical, flow, and radiation
conditions to which a fuel assembly is subjected and how the fuel assembly responds dynamically to
those conditions are important in assessing operational safety margins, and in determining the risk
of excessive wear. The ability to better characterize these factors will also enable further design
exploration that can lead to better, safer, and more economically viable designs.

Advanced modeling and simulation based on coupled structural and fluid simulations have
the potential to predict FIV in a variety of designs, reducing the need for expensive experimental
programs, especially at the design stage. Over the past several years, the Reactor Product Line
has developed the integrated multi physics code suite SHARP. The goal of developing such a suite
is to perform multi physics neutronics, thermal/fluid, and structural mechanics modeling of the
components inside the full reactor core or portions of it with a user-specified fidelity. In particular,
SHARP contains high-fidelity single-physics codes for structural mechanics (Diablo) and for fluid
mechanics calculations (Nek5000). Both codes are state-of-the-art, highly scalable tools that have
been extensively validated. These tools form a strong basis on which to build an FIV modeling
capability.

In the present report we discuss part of the efforts in the past three years toward the development
of this capability and its demonstration on a state-of-the-art fuel assembly experiment. We focus on
the validation of the fluid dynamic simulation with Nek5000. The work is performed collaboratively
with Framatome, which provided the experimental data for comparison. Numerical simulation results
are compared with experimental averages and root mean squares of the velocity demonstrating that
Nek5000 can reproduce the flow field in this geometry with reasonable accuracy.
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1 Introduction

Nuclear fuel assemblies are exposed to severe thermal, mechanical, and irradiation loads during
operation. Global core and local fuel assembly flow fields often result in flow-induced vibration (FIV)
within fuel assemblies. The cost of inadequate prediction of FIV phenomena within fuel assemblies
can be high, since FIV may cause fuel failure and require extensive unit downtime. Hence, the
study of FIV is of interest to nearly all vendors and for nearly all reactor designs. While empirical
design methods and experience related to FIV might be adequately developed for typical geometries,
design methods and experience related to FIV are far less developed for advanced fuel designs such
as those planned for advanced reactors or for radical new grid spacer designs. As a result, numerical
simulation or analytical prediction of FIV is increasingly important.

The focus of this work is the development of a high-fidelity, finite-element analysis/computational
fluid dynamics (FEA/CFD) capability for the simulation of FIV. An advanced numerical simulation
capability for modeling FIV phenomena will help improve the analysis and evaluation of different
design variants in terms of vibrations and heat transfer performance. Such a capability will comple-
ment expensive experimental tests and reduce their cost, while providing a better understanding
of the physics behind FIV. Work performed in the previous three years led to the development of
such a tool in the multi physics suite SHARP. One-way coupled calculations have been successfully
performed for helical steam generators with this tool using Nek5000 and Diablo, the CFD and
structural mechanics components of SHARP, respectively [1, 2].

We describe here the simulation of a state-of-the-art fuel assembly experiment performed by
Framatome, designed to assess fluid loads on a 5 by 5 rod bundle with grid spacers at various inlet
conditions. We focus on the CFD side, since the fluid loads represent the highest uncertainty in the
problem and they can be considered as an input to structural calculations in the turbulent fretting
regime. Simulation runs were performed on Argonne’s supercomputer Mira, an IBM Blue Gene/Q
architecture with 49,152 nodes (16 cores per node) at the Argonne Leadership Computing Facility.

Two cases of flow geometry were simulated with Nek5000 [3]: balanced and unbalanced. In the
balanced flow the coolant enters the fuel rod assembly through 121 uniformly spaced inlet holes
arranged in an 11x11 matrix. The unbalanced case, on the other hand, features 14 larger holes
placed on only one side of the horizontal plane. The simulations were performed in three phases.
The initial phase involved testing and adjusting both meshes while decreasing the viscosity to match
the target Reynolds number of the physical flow. The second phase involved running simulations
long enough to achieve steady-state turbulent flow throughout the entire domain. The third phase
involved production runs that collected statistics of three velocity components and pressure. The
results were plotted by using the visualization software VisIt, and post processing and analyses were
performed in Matlab.

We present here a detailed comparison between the numerical results and experimental data.
The results show reasonable agreement between simulations and experiment, representing an
important step toward validation of Nek5000 as a simulation capability for FIV studies.
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2 Methods

2.1 Nek5000

The open-source fluid/thermal simulation code Nek5000 is designed specifically for transitional and
turbulent flows in complex domains. Nek5000 is based on the spectral element method (SEM) [4], a
high-order weighted residual technique that combines the geometric flexibility of finite elements
with the rapid convergence and tensor-product efficiencies of global spectral methods. Globally,
the SEM is based on a decomposition of the domain into E smaller subdomains (elements), which
are assumed to be curvilinear hexahedra (bricks) that conform to the domain boundaries. Locally,
functions within each element are expanded as N th-order polynomials cast in tensor-product form,
which allows differential operators on N3 gridpoints per element to be evaluated with only O(N4)
work and O(N3) storage.

The principal advantage of the spectral-element method is that convergence is exponential
in N , which implies that significantly fewer gridpoints per wavelength are required to accurately
propagate a signal (or turbulent structure) over the extended times associated with high Reynolds
number flow simulations. A high-order code involves slightly more work per gridpoint but not more
memory access. We emphasize that the reduction in the number of gridpoints is a function of
the discretization choice, independent of the implementation; the savings is realized by having an
efficient SEM code that does not lead to increased cost per gridpoint.

In addition to its high-order foundation, Nek5000 has several other features. It supports
two formulations for spatial discretization. The first is the PN − PN−2 method [5, 6, 7], in which
velocity and pressure spaces are represented as tensor-product polynomials of degree N and N − 2,
respectively, in the reference element Ω̂ := [−1, 1]d, where d = 2 or 3. E elements of the spatial
domain consists of the union of elements Ωe, which are parametrically mapped from Ω̂ to yield a
body-conforming mesh. The second is the low-Mach number formulation [8, 9], which uses N -order
approximation spaces for both the velocity and pressure. Temporal discretization is based on a
high-order splitting that is third-order accurate in time and reduces the coupled velocity-pressure
Stokes problem to four independent elliptic solves per timestep: one for each velocity component
and one for the pressure. The velocity problems are diagonally dominant and thus easily solved by
using Jacobi-preconditioned conjugate gradient iteration. The pressure substep requires a Poisson
solve at each step, which is effected through multigrid-preconditioned GMRES iteration coupled
with temporal projection to find an optimal initial guess. Particularly important components of
Nek5000 are its scalable coarse-grid solvers that are central to parallel multigrid. The code features
a fast direct solver that is optimal up to processor counts of P ≈ 104 and fast algebraic multigrid
(AMG) for P ≈ 105 and beyond. Counts of 15 GMRES iterations per timestep for billion-gridpoint
problems are typical with the current pressure solver.

Nek5000 scales extremely well on the IBM Blue Gene/P and Blue Gene/Q architectures. The
code realizes excellent strong scaling, sustaining 60% parallel efficiency with as few as 2,000 points
per process for P = 1, 048, 576. Typically, production runs have 5,000 - 10,000 points per process
and thus run at higher parallel efficiencies.

The approach used to simulate turbulence in the present work is Large Eddie Simulation (LES),
with an explicit filter that mimics the deconvolution method [10]. In LES, large-scale turbulence is
simulated while smaller scales are modeled. Since smaller scales have a nearly universal behaviour,
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LES is a more reliable methodology than is Reynolds-averaged Navier-Stokes, in the sense that it
generally depends less on the modelling assumptions. Nek5000 has been validated extensively both
in Direct Numerical Simulation (DNS) and LES mode [11, 12].

2.2 Flow Conditions and Simulation Setup

Given Flow Conditions

The experimental geometry consists of a square prismatic section that includes the 5x5 spacer grid
and fuel rods. The coolant flow comes from the bottom through numerous holes located below
the fuel rods. Two configurations of the flow are considered: (1) balanced flow, where the coolant
comes through 121 uniformly spaced holes distributed in an 11x11 matrix, and (2) unbalanced
flow, where the fluid flows through 14 larger holes located only one side of the horizontal plane.
Three-dimensional models of the balanced and unbalanced flow configurations are given in Figures 1
and 2, respectively.

Figure 1: 3D model for the balanced flow geometry.

The orientation of the spacer grid relative to the flow is a critical component of the validation
process because of the asymmetric design features. We note that the coordinate system used in the
CAD model and subsequently in the Nek5000 simulations (referred to here as “new” - XY Z) is
different from the coordinate system adopted in the experimental description document (“old” -
X ′Y ′Z ′). We use only the new coordinate system throughout this report. One needs to apply the
following transformation rule to go from the old system to the new.
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Figure 2: 3D model for the unbalanced flow configuration.

X ′ → Z (1)

Y ′ → −Y (2)

Z ′ → −X (3)

A 2D slice of the spacer grid in the new coordinate system is shown in Figure 3. This Figure
makes clear the orientation of the grid in the new system and reveals some of the most complicated
asymmetric features of this geometry. The rows of the fuel rods are numbered from 1 to 5 (from
the bottom), and the columns are denoted A through E (from the left). The rods B2 and B4 are
marked in the figure. These rods are identified because the experimental data were collected on
points around these rods — B4 for the balanced flow and both B2 and B4 for the unbalanced flow.

The numbering scheme of the experimental data points was identical for B2 and B4 and is
illustrated in Figure 4. The circle represents either pin B2 or pin B4. The length a is half of the
distance between the centers of the neighbouring rods — A2, B1 for B2 and A4, B3 for B4 — and
equals 0.63 in nondimensional units (i.e., normalized per reference length scale, L). All values in
this report are given in nondimensional units. Point 7 for both rods is located in the middle of
the subchannel formed by rods A1-B1-A2-B2 and A3-B3-A4-B4, accordingly. Points 2 and 4 are
located at 0.03 from the corresponding rod surfaces. Point 6 is 0.1 away from the rod surface, while
point 5 is equidistant between points 4 and 7. Instantaneous raw numerical data for three velocity
components and pressure were collected from Nek5000 simulations at points 1, 2, 4, 5, 6, 7, and 9
for both flow configurations.

Experimental data were collected at four different elevations measured from the bottom (Zmin)
for the points defined above. Both flow geometries for the CFD simulations were truncated in order
to make computations feasible and included only a small region beyond the last experimental plane.
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Figure 3: Top view of the spacer grid - XY plane depicting a 5x5 rod bundle matrix and intricate
geometry details between the rods.

Figure 4: Numbering convention of the experimental data points around the rods B2 and B4.

Two elevations were below the spacer grid and two above. These locations are given in Table 1.

Thus, raw numerical results of the entire flow history were recorded for 28 points for the
balanced case (4 elevations and 7 XY points for the rod B4) and 56 points for the unbalanced case
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Table 1: Numerical results of the flow history recorded at these four elevations measured from the
bottom (Zmin) and presented as a percentage of the model height.

Location Z coordinate
[% of Height]

H1 33.5
H2 42.5
N1 69.5
N2 90.5

Table 2: Fluid properties and flow characteristic used in simulations.

Density Dynamic Viscosity Mean Velocity[
kg/m3

]
[kg/m/s] [m/s]

1840 1.4168E-03 2

(additional 28 points for the rod B2). Fluid properties and flow characteristics used in both the
balanced and unbalanced flow simulations are given in Table 2.

Nek5000 simulations were carried out in a nondimensional form using the reference length scale
L and the reference velocity scale U to rescale the length, velocity and time using the following
simple transformations:

l∗ =
l

L
(4)

u∗ =
u

U
(5)

t∗ =
l∗

u∗
=

t

L/U
(6)

where l∗, u∗ and t∗ are nondimensional length, velocity, and time, respectively.

We chose the rod diameter as the reference length scale. The velocity reference scale, on the
other hand, was set to the inlet velocity that would result in a mean flow velocity of 2 m/s. The
Reynolds number of the flow based on the rod diameter and the inlet velocity was then found to be

Re =
LU

ν
≈ 15, 000, (7)

where ν denotes the kinematic viscosity (dynamic viscosity divided by density - µ/ρ) and is calculated
according to the values in Table 2.

Mesh and Nek5000 Setup

By far the most challenging and time-consuming part of this simulation project was building a
working computational mesh for both the balanced and unbalanced flow cases. The project went
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through multiple iterations of mesh building, testing, identifying problematic regions, and adjusting
and rebuilding phases. Almost all the complications were caused by the spacer grid region, where
many small and intricate geometric features made building a hexahedral (hex) mesh from scratch
infeasible. Were it not for the spacer grid region, the rest of the geometry would have been trivial to
mesh. A successful and practical meshing strategy turned out to be using the automatic tetrahedral
(tet) meshing capability of ANSYS ICEM software and then converting a tet mesh into a hex
mesh by splitting each tet element into four hex elements. The geometry was first meshed between
z ∈ [−10, 2.5] and then extruded below z = −10 and above z = 2.5. The hardest part of this process
was making sure that the initial tet mesh was properly projected to the CAD geometry and then
adding thin boundary layers around the fuel pins and the outer walls throughout the entire geometry
to ensure the accuracy of the results in those areas.

Figure 5 shows XZ vertical slices (at Y = 0) of the final mesh for both the balanced and
unbalanced flow geometries. The CAD geometries for both cases were truncated at Z = −11 and
Z = 9 in order to transport transient flow features through the entire geometry in a reasonable time,
thus making simulations computationally feasible. The mesh for the balanced flow configuration
consisted of E = 3, 415, 283 elements, while the unbalanced flow mesh had E = 2, 084, 165 elements.

Figure 6 is a close-up version of the same meshes shown in Figure 5, revealing mesh features
above the inlet holes for both meshes. One can see from these snapshots how the initial, automatically
generated tet elements were later split into hex elements. The figure also shows high element densities
around the fuel rods, ensuring adequate resolution in the critical regions of the flow.

Figure 7 shows vertical and horizontal slices of the mesh in the most complicated region of the
geometry, the spacer grid. The small and intricate geometric features made building a hex mesh
for this region and combining it with the rest of the geometry infeasible. The springs and spacers
themselves not have the boundary layers, but the mesh elements around them are small enough to
give a smooth solution and avoid numerical instabilities.

Figure 8 illustrates a horizontal XY plane of the mesh above the spacer grid. Both flow
configurations have almost identical meshes in this portion of the geometry as well. The top part
of Figure 8 shows the entire 5x5 fuel rod assembly, while the bottom part demonstrates the mesh
around a single rod, including a nice thin boundary layer around the rod; this ensures that the
results close to the rod surfaces are correct and free of runaway numerical instability problems. The
mesh also includes the boundary layers around the square walls of the geometry. Figure 9 shows a
comparison between the balanced and unbalanced meshes in the inlet region. These are XY profiles
at z = −8. The top picture is the balanced mesh of the 11x11 inlet holes, while the bottom picture
is the mesh of the 14 larger holes on the left side of the unbalanced flow geometry.

After the mesh design was finalized, the next phase of the simulation project was to run both
cases long enough to reach a statistically steady turbulent state at the target Reynolds number (see
Eq. 9). The balanced case was run to t = 7.65, while the unbalanced case was run to t = 3.73 in
convective time units before acquiring data. All simulations were performed with polynomial order
N = 7, corresponding to a total number of mesh points n ≈ EN3 ≈ 1.17 billion and n ≈ 0.71 billion
for the balanced and unbalanced flow meshes, respectively. All the runs were done with a PN −PN−2
method for spatial discratization. Throughout the entire work, the approach to simulate turbulence
was large eddie simulation, with an explicit filter that mimics the deconvolution method. The
filtering for the deconvolution LES mode was set to 5% on the last mode for both the balanced and
unbalanced flow simulations. The initial conditions at t = 0 were set to (vx, vy, vz) = (0, 0, 1). All
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Figure 5: Vertical XZ profiles of the final computational meshes at Y = 0. Left: balanced flow
geometry; right: unbalanced flow geometry.

subsequent runs were restarted from the velocity field profiles obtained by the previous simulation.
The boundary conditions were the following for both flow configurations: inlet boundary at z = −11
with (vx, vy, vz) = (0, 0, 1), turbulent outflow at z = 9 and wall boundary conditions at the outer
walls and rod surfaces. The timestep was ∆t = 2.5 ·10−5 in convective units, or about 2 ·10−7 seconds
for the balanced flow and ∆t = 1.25 · 10−5 in convective units, or about 1 · 10−7 seconds for the
unbalanced flow. We used the characteristics time stepping scheme [13] for both flow configurations.
This scheme avoids the CFL constraint in the semi implicit formulation by treating the non-linear
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Figure 6: Close-up vertical snapshots of the computational mesh above the inlet holes. XZ plane
at Y = 0. Top: balanced flow configuration; bottom: unbalanced flow configuration.

convective term in Navier-Stokes as a material derivative which represents the change along the
path line (characteristic) associated with the convecting velocity field. This allowed larger timesteps
with the CFL in the region of 5-7 for both simulations. The data were collected over the time
interval of t ∈ [7.65, 11.6] (convective units) and t ∈ [3.73, 4.8] for balanced and unbalanced flow
simulations, respectively. All the runs were performed on ALCF’s supercomputer Mira - an IBM
BlueGene/Q system using 8192 compute nodes with 32 MPI ranks per node, totalling 262144 MPI
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Figure 7: Mesh in the spacer grid region, which is nearly identical for both flow geometries. Top:
XZ slice at Y = 0; bottom: XY slice at Z = 0.

ranks for each simulation. This allowed excellent strong scaling, sustaining more than 60%-70%
parallel efficiency with around 4400 points per process for the balanced case and around 2700 points
per process for the unbalanced flow.
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Figure 8: Horizontal XY profile of the balanced geometry mesh above the spacer grid region. Top:
entire XY plane; bottom: mesh around the B4 fuel rod.
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Figure 9: XY mesh profiles at the inlet - Z = −8. Top: mesh for the 11x11 inlet holes for the
balanced flow; bottom: 14 larger inlet holes of the unbalanced geometry.
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3 Results and Comparison with Experimental Data

We present here the results for both the balanced and unbalanced flow simulations along with
comparison with the experimental data (where available). The results for the balanced case are
based on the data collected over four convective time units (corresponding to about 33 ms of physical
time) and they exhibit satisfactory statistical convergence. The data for the unbalanced case, on
the other hand, were collected only over one convective time unit (≈ 8.25 ms) and should be treated
as preliminary. The results can be significantly improved by running the simulation longer in order
to collect more statistics. Also, higher accuracy for both cases can be achieved by increasing the
polynomial order or adjusting the mesh at certain places that would allow smoother profiles. We
note that mesh tuning is a more feasible approach since the increase of polynomial order often
proves to be computationally too expensive for meshes of this scale. The next two subsections
summarize the major results for each flow configuration.

3.1 Balanced Flow

First, we show some of the profiles of the instantaneous axial velocity, w. Figure 10 is a vertical
XZ profile of the flow field, while Figures 11 and 12 are two horizontal XY profiles at H2 (below
the spacer grid) and N1 (above the spacer grid), respectively. These plots show the main turbulent
features of the axial flow. Figure 10 shows the highly turbulent flow coming through the inlet holes
and entering the rod assembly region along with convective acceleration of the flow in the spacer
grid. Higher flow velocities can be observed in channels between the rods in Figures 11 and 12, both
demonstrating very turbulent axial flows. Time-averaged axial velocity fields for planes N1 and N2
above the spacer grid are given in Figures 13 and 14, respectively. These smooth profiles provide a
confirmation of the statistical convergence and reflect the geometric characteristics of the grid. We
point out that the color schemes are different on each plot. The blue and the dark red are defined
based on the minimum and maximum of each profile, respectively.

Time averages and standard deviations (rms) of the axial flow velocity were calculated for 28
points around the B4 rod based on the data recorded at each timestep over the course of the entire
simulation. There were 7 points (1, 2, 4, 5, 6, 7, and 9; see Figure 4) for each of the 4 elevations
(H1, H2, N1, and N2. see Table 1). These results were plotted together with the experimental data
provided by Framatome. Figure 15 gives the results of average axial velocities (denoted by circles)
grouped by points as a function of elevation along with experimental data (marked as x’s). The
dashed lines are provided to guide the eye for trends. Figures 16 and 17 demonstrate the same
results in a different representation. They are grouped for planes H1—H2 and N1—N2, respectively.
The squares are the results obtained from the simulation, while x’s represent the experimental data
points. Figures 15, 16, and 17 demonstrate mostly good agreement between the simulation and
experimental results. The points that exhibit worse agreement with the experimental data in general
tend to be those that are closer to the rod surface — 2, 4, and 6. Noticeable deviations from the
experimental results are visible for points 2 and 4 for H1, only point 2 for H2, and point 6 for planes
N1 and N2. We note that points 2 and 4 are close to the rod B4 surface and therefore reside on an
edge of a steep gradient curve. A combination of small experimental and simulation discrepancies
related to sampling data at these points can easily lead to a significant disagreement. A relatively
large discrepancy for point 6 above the grid suggests that experimental and simulation sampling
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Figure 10: Vertical XZ profile of the instantaneous axial velocity flow field at y = 0.
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Figure 11: Horizontal XY profile of the instantaneous axial velocity flow field at H2.

Figure 12: Horizontal XY profile of the instantaneous axial velocity flow field at N1.
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Figure 13: Horizontal XY profile of the time averaged axial velocity flow field at N1.

Figure 14: Horizontal XY profile of the time-averaged axial velocity flow field at N2.
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Figure 15: Simulation and experimental values for the average axial velocity W as a function of the
Z coordinate for all seven points. All values are in convective units.

locations could have been different. The velocity fields are orientation dependent above the grid.

Figures 18 and 19 respectively show calculated turbulent intensity of the axial velocity compo-
nent compared with the experimental results at elevations H1—H2 and N1—N2. The turbulent
intensity for each component is defined as the ratio of the standard deviation (or rms) of the
velocity over the mean axial flow velocity. Thus, for the axial component, it would be Iw = σw/W̄ .
These plots also show a similar tendency. Simulated results are mostly in good agreement with the
experimental data except for points 2 and 4 for H1 and H2 and points 2, 4, and 6 for planes N1 and
N2. The disagreements for points 2 and 4 are more pronounced for turbulent intensity compared
with the average values since the standard deviation is a more sensitive quantity.

17



Figure 16: Time-averaged axial velocities compared with experimental results. The values are in
nondimensional convective units at the points around the rod B4 for planes H1 and H2.

Figure 17: Time-averaged axial velocities compared with experimental results. The values are in
nondimensional convective units at the points around the rod B4 for planes N1 and N2.

Besides time averages and turbulent intensities, autocorrelations and Fourier spectra of all
three velocity components were also calculated for those points of interest around the rod B4 at all
four planes, H1, H2, N1, and N2. Figure 20 shows Fourier spectra of the axial velocity component
for all the points at plane H1. The results of the Fourier spectra at the other three planes are similar
and are not given here. Shapes of the curves shown in this figure are in a good agreement with the
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Figure 18: Axial turbulent intensity compared with experimental results. The data is for the points
around the rod B4 at elevations H1 and H2.

Figure 19: Axial turbulent intensity compared with experimental results. The data is for the points
around the rod B4 at elevations N1 and N2.

experimental spectra provided by Framatome. However, more statistics are required spanning a
longer period of time in order to obtain smoother spectra and sufficiently resolve the low-frequency
region. We have covered only about 33 ms of the physical flow time for the balanced flow simulation.
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Figure 20: Fourier spectra of the axial velocity component for the seven points around the rod B4
at the plane of H1.

3.2 Unbalanced Flow

2D profiles of the instantaneous axial velocity - w are presented here. Figure 21 is a vertical XZ
profile of the axial flow, while Figures 22 and 23 are two horizontal XY profiles at H1 and N1,
respectively. These plots are also a good demonstration of the main turbulent characteristics of
the axial flow. Figure 21 clearly shows the unbalanced (i.e., nonuniform across XY ) turbulent flow
coming through the one-sided inlet holes on the left and entering the rod assembly region along with
the recirculation region on the right side of the central rod. Figure 22 shows uneven axial velocity
distributions in the channels between the rods below the spacer grid at H1, while Figure 23 shows a
similar plot above the spacer grid at N1. Again, the color schemes are different on each plot.

Time averages and standard deviations of the axial flow velocity were calculated for 56 points
— 28 points around the rod B2 and another 28 points around B4. The data were recorded at each
timestep over the entire time domain of the simulation. These results were plotted together with the
experimental data provided by Framatome. Figure 24 compares results of the mean axial velocity W
at those 7 points for rods B2 and B4 along with the experimental values at the plane N1 above the
grid spacer. Figure 25 shows similar results for the rod B4 at planes H2 and N2 and a comparison
with the experimental data. As with the balanced case, squares are the results obtained from the
Nek5000 simulation, while x’s represent the experimental data points. The plots show that the
agreement with the experiment and in general quality of the results are considerably worse for the
unbalanced case than for the balanced one. The main contributor to this inconsistency is the lack of
adequate statistical convergence. Acquiring more data will improve results significantly. The worst
agreement is for the points 1, 5, and 9 for plane N1 on Figure 24, while points 2 and 4 show the
most pronounced disagreement (the same trend that was observed for the balanced case) for plane
H2 on Figure 25. Overall, these plots show somewhat reasonable agreement with the experiment.
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Figure 21: Vertical XZ profile of the instantaneous axial velocity flow field at y = 0. Unbalanced
flow configuration with larger inlet holes on the left.
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Figure 22: Horizontal XY profile of the instantaneous axial velocity flow field at H1.

Figure 23: Horizontal XY profile of the instantaneous axial velocity flow field at N1.
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Figure 24: Simulation and experimental results of the time-averaged axial velocities at the points
around the rods B2 and B4 at the elevation N1. The values are in convective units.

Figure 25: Simulation and experimental results of the time-averaged axial velocities at the points
around the rod B4 at the planes H2 and N2. The values are in convective units.

Figure 26 shows the calculated turbulent intensity Iw (defined above) of the axial velocity
component for the rods B2 and B4 at the plane N1 and compared with the experimental results.
Given the insufficient collection of statistics, the points for the rod B4 (blue squares) still demonstrate
satisfactory agreement with the experiment, except for point 4. However, results for the rod B2
(red squares) show much worse agreement for all seven points. This is consistent with the fact
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that the rod B2 is on the side of the inlet holes and consequently the flow velocity on that side is
considerably higher than for the rod B4 (see Figure 23). This makes the points around the rod B2
more sensitive to statistical noise.

Figure 26: Axial turbulent intensity compared with experimental results. The data are for the
points around the rods B2 and B4 at the elevation N1.

Turbulent length scales, autocorrelations, and Fourier spectra for the unbalanced flow were
unreliable to calculate from the collected data. These calculations will be done as future work. We
stress again that the results for the unbalanced case are preliminary and should be treated as such.

4 Conclusions

Nek5000 simulations were performed to model a turbulent coolant flow in a 5x5 fuel rod assembly
for two flow configurations — balanced and unbalanced. The results were compared with the
experimental data. The data for the balanced case were collected over 4 convective time units
(33 ms of physical time), which allowed sufficient accumulation of statistics. The average axial
velocities and turbulent intensities showed good agreement with the experimental measurements for
most points at all four elevations. Exceptions were points 2 and 4, which were close to the B4 rod
surface and therefore inherently hard to match precisely. Autocorrelations and Fourier spectra were
also calculated for the balanced case. Even though the general trends of the curves matches the
experimental observations, more data is necessary in order to resolve the low-frequency region.

The unbalanced case, on the other hand, is preliminary and lacks sufficient statistical conver-
gence. It needs longer run times to generate more reliable data. The mesh for this case can also
be improved, especially between the inlet holes and the fuel rods, in order to produce smoother
velocity profiles. Despite these deficiencies, some simulation results (turbulent intensity for B4 at
plane N1, Figure 26) demonstrate a reasonable match with the experimental data.
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Overall, the results presented here represent an important stepping stone toward validation of
the Nek5000 for simulating of the flow in fuel assemblies with grid spacers and the evaluation of
fluid loads for FIV calculations. Given the complexity of the calculations and the flow involved, the
work reported here represents one of the major milestones of the FIV work performed under the
NEAMS program in the past three years.
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